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Abstract. Trust and reputation have proved to help protect societies against harmful individuals. Inspired by these principles, many computational models have been and new ones continue to be proposed to protect multi-agent systems. In an open system, it is possible that different agents use different trust and reputation models. Since agents have to exchange information to make their trust and reputation models more robust, and the models use different internal concepts, interoperability among these models becomes a problem. This paper proposes a service-oriented architecture to deal with this problem and illustrates its usefulness by analyzing the effects caused on the agents as a consequence of a more expressive and heterogeneous communication about reputation.
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1 Introduction
Agents present the capabilities of both acting autonomously and engaging in social activities [18]. In open environments, where agents can enter or leave the environment at any time, taking part in such social activities may expose them to risks, for instance, when taking decisions based on information provided by malevolent agents. Some solutions to this problem are based on trust models which serve as a decision
criterion for an agent to act and engage in societies. Some examples of computational trust models are [19, 5, 15, 14, 9], which are mostly based on the concept of reputation borrowed from the social sciences.

Reputation is a social property or a social process. It is a social property when considered as an agent’s mental representation about other agents (i.e., an evaluative belief) and a social process when considered as the result of the belief’s transmission (i.e., a meta-belief) [5].

In order to accelerate the reputation evaluation and to improve the robustness of their reputation models, the agents generally exchange information about the reputation of third parties. However, since there is no consensus about a single unifying reputation definition, the semantics associated with reputation concepts differ from one model to another, which raises an interoperability problem as depicted on Fig. 1.

**Fig. 1. Reputation Interaction Scenario**

Fig. 1 is composed of three agents (Alice, Bob and Clara), where agents Alice and Bob have represented internally the reputation evaluation about Clara, each one using different reputation models, respectively MR₁ and MR₂. Their reputation evaluations are initially based on a direct interaction of those agents with Clara. However, in order to propagate her reputation evaluation about Clara, the agent Alice wants to transmit it to agent Bob, but since they use different reputation models, they are unable to communicate using its internal reputation model concepts. In order to overcome this limitation a mechanism or architecture is required to support the agent reputation interoperability. In this paper, we propose a service-oriented architecture (SOA), named SOARI, to
support agent reputation interoperability. Moreover, we perform some experiments and present their results where SOARI is used to enable interoperability of two reputation models: Repage [14] and L.I.A.R. [9]. These experiments evaluate the impact that the reputation models interoperability may cause on agents evaluation accuracy.

The rest of the document is organized as follows. Section 2 presents an overview of the SOARI architecture and its components, followed by a presentation of its usage in section 3. In section 4, some experiments using SOARI, as well as their results and analysis are shown. Finally, our conclusions and future work are presented in section 5.

2 SOARI Overview

SOARI is a service-oriented architecture to support the semantic interoperability among agents that implement heterogeneous reputation models. The main underlying idea of SOARI is that the mapping among different reputation models, represented as ontologies, may be realized off-line and be available on-line as a service for other agents that use the same reputation model.

Fig. 2 shows the SOARI architecture and highlights its components integrated into an agent architecture.

![Fig. 2. Service-Oriented Architecture for Reputation Interaction](image)

In this architecture, it is considered that different agents may have heterogeneous reputation models and it uses an hybrid approach proposed by Visser et al. [17] to allow the interoperation among them based on a common vocabulary. In this work, a common functional ontology of reputation that subsumes most agent reputation models, named
FORE [4], is used as the interlingua. Interoperation requires agents to perform two distinct but interrelated ontology functions: Mapping and Translation. Mapping is a collection of functions assigning the concepts and relations in one ontology to the concepts and relations in another ontology. Translation is the application of the mapping functions to translate sentences from a source to a target ontology [8].

SOARI, which is an extension of the general agent architecture for reputation interoperability proposed by [16], extends it in two ways in order to perform those two functions: (i) it subdivides the Reputation Mapping Module (RMM) in two distinct and specialized modules: the Ontology Mapping Service (OMS), which performs the ontology mapping function, and the TRANSLATOR module, which performs the ontology translation function. (ii) It performs the ontology mapping function as a service outside the agent architecture.

- The OMS module is a service outside the agent that implements the ontology mapping function and presents two main functionalities: (i) to map concepts from the target’s reputation model ontology to the concepts of the common ontology; and (ii) to answer concept translation requests from the TRANSLATOR module.
- The TRANSLATOR module resides inside the agent and it translates reputation messages. It has four main activities: (i) to translate the reputation messages from the common ontology to the target agent’s reputation model ontology whenever the message comes from the Interaction Module (IM); (ii) to translate the reputation messages from the agent’s reputation model ontology to the common ontology whenever the message is sent to IM; (iii) to trigger some function in the Reputation Reasoner Module (RRM) based on the interpretation of messages written using the reputation model ontology; and (iv) to create a message using the reputation model ontology whenever requested by RRM.

The advantage of using a service-oriented architecture, from a design/programming perspective, is that the agents become simpler since they do not need to perform the mapping function internally. In the other hand, the advantage of using the hybrid approach comes from the fact that the agents do not know the other agents internal reputation model, and hence cheating is avoided. By defining such extension, we intended to alleviate the agent dynamic workload, since the agent does not need to perform the mapping function on-line. Moreover, the results of such mapping is stored in the service and it may be reused by new agents that enter the system and have an internal reputation model that was already mapped and stored in the service. Detailed information about this architecture can be found in [12].

3 SOARI Usage

In order to consider the use of the SOARI architecture proposed, at least one OMS must exist in the system to support the mapping and translation of reputation model ontology concepts to a common reputation ontology concepts and vice-versa. The following two steps are required prior to use OMS [11]:
1. to design the reputation model ontologies of the reputation models, if the reputation models are not described in ontological terms, since the OMS only maps ontologies.

2. to align the reputation models ontology to the common reputation ontology, since the OMS processes only ontologies that are already described in terms of a common reputation ontology. In this work, the common reputation ontology used is the FORE.

3.1 Designing the Reputation Model Ontologies

We built the reputation model ontologies manually by using Protégé as the editor and OWL [1] as the ontology language, which is the most recent standard ontology language from the World Wide Web Consortium (W3C\(^1\)). In the sequence, the terminologies identified as concepts in two reputation models, L.I.A.R. [9] and Repage [14], were described. Those concepts compose the design of the reputation model ontologies.

**L.I.A.R.** (Liar Identification for Agent Reputation) is a model for the implementation of social control of agent interaction. The idea is to provide tools that allow agents to (1) reason about other agent’s interaction; (2) detect any interaction rules violation; and (3) maintain a reputation model of other agents. Its reputation model distinguishes reputation in five different types, which are based on seven roles involved in the reputation-related processes. Each of the seven roles is defined by the source and kind of information used to calculate the reputation value. The seven roles are: **Target** role, **Participant** role, **Observer** role, **Evaluator** role, **Punisher** role, **Beneficiary** role and **Propagator** role.

The five different types of reputation are: **Direct Interaction-based Reputation** (DIbRp), **Indirect Interaction-based Reputation** (IIbRp), **Observation Recommendation-based Reputation** (ObsRcbRp), **Evaluation Recommendation-based Reputation** (EvRcbRp) and **Reputation Recommendation-based Reputation** (RpRcbRp). Each reputation is associated to a facet, which is the subject the evaluation is about.

**Repage.** The Repage (Reputation and ImAGE) system is a computational module based on a reputation model proposed by [5]. **Image** and **reputation** are the two main concepts in this model and they represent social evaluations. **Image** is an evaluative belief, which is formed using information, acquired by agent experience or propagated third-party images. **Reputation** is a meta-belief, which is formed, based on anonymous reputation value transmitted on the social network about the target agent. The social evaluations are context-based which means that the agent may hold different social evaluation for the same target (**AgentImage** and **AgentReputation**). The model distinguishes the types of agents involved in the image or reputation formation in four different types: **Target** agents, **Evaluator** agents, **Propagator** agents and **Beneficiary** agents.

3.2 Aligning the Reputation Model Ontologies to FORE

Alignment is the establishment of binary relations between the concepts of two ontologies [8]. The binary relations used to perform this operation in our case are defined in

---

\(^1\) http://www.w3c.org
FORe.
We manually defined each of the reputation model concepts identified previously in terms of FORe. For example, the L.I.A.R. instances of the Direct Interaction-based Reputation concept have at least one association through the hasInformationSource relation to instances of the DirectExperience, formally defined:

\[ \exists \text{hasInformationSource(DirectExperience)} \]

In addition, the Repage instances of the Image concept have at least one association through the hasInformationSource relation to instances of the DirectExperience or Observation or SecondHandInformation, formally defined:

\[ \exists \text{hasInformationSource(DirectExperience or Observation or SecondHandInformation)} \]

Having the alignment, it is manually stored in the Ontology Repository. Therefore, the Ontology Mapping Service detects this new ontology and executes the Classifier Module to process it. As a result, the output of such process is stored in the Translation Repository. This is made for each reputation model ontology. The detailed mapping results generated by the OMS can be seen in [11].

Besides the existence of one OMS, the TRANSLATOR module must exists in each one of the agents using SOARI. The integration of the TRANSLATOR module to the agent has to be performed by the agent developer and requires adaptations in the IM and RRM modules.

4 Experiments
In this section, we provide an analysis of the effects caused on the agents’ reputation evaluation accuracy as a consequence of a more expressive and heterogeneous communication about reputation using SOARI. Basically, this section intends to answer two questions: (1) is there any improvement in the accuracy of the agents’ reputation evaluation when enabling more expressive communication about reputation? (2) how does the heterogeneity influence the accuracy of dishonest agent’s reputation evaluation?

In order to answer those questions, some experiments were performed using two testbeds: ART [7] and FOREART [3].

The ART testbed (Agent Reputation and Trust testbed) is currently the unique platform freely available to perform benchmarks with heterogeneous reputation models. However, this platform does not allow the agents to communicate about reputation using their distinct semantically reputation model concepts, thus losing expressiveness.

In the other hand, the FOREART testbed, which is an extension of the ART testbed, allows a more expressive communication among the agents. In order to reach this goal, this latter platform allows the transmission of symbolic messages composed of concepts of FORE.

Both testbeds simulate an art appraisal game, where agents evaluate paintings for clients and gather opinions and reputations from other agents to produce accurate appraisals. However, they differ because the agents in ART testbed interoperate about reputation
using numeric values, while in the FOREART testbed they use symbolic values. In those experiments, one agent deliberately lies about the other agents’ reputation and about paintings evaluation. The analysis was performed to determine how accurate the other agents are in the evaluation of the reputation of the liar agent. The experiments include two types of agents: Honest and Dishonest. The Honest agents answer to the requests only when they have expertise about the requested painting era and with information coherent to their internal state. The Dishonest agents answer to all the requests, even when they do not have expertise about that painting era and they never answer the requests with information coherent to their internal state.

4.1 Experiments Description

The main objective of these experiments was to identify the mean value of the reputation assigned by the Honest agents to the Dishonest agent. In order to enable comparison between the experiments, the initial painting era knowledge and clients distribution were identical in all the experiments. Moreover, all the agents used the same configuration parameters in all the simulations. In order to reach this goal, we executed 10 simulations ($p = 10$) for each experiment with 100 cycles each. Each simulation was composed of 21 agents ($n = 21$), where 20 agents were Honest and 1 agent was Dishonest ($i = [1, 20]$ and $j = 21$). The mean value of the reputation assigned to the Dishonest agent by each Honest agent ($r_{ij}$) considered only the value obtained in the last simulation cycle ($l = 100$ and $m = 100$). The value of the last simulation cycle was used because it was considered the most accurate evaluation.

Formally, consider a set of $n$ agents, where $i = \{1, 2, \ldots, n-1\}$ are Honest agents and $j = n$ is a Dishonest agent. Moreover, consider that $r_{ij}^s$ is the reputation value assigned by agent $i$ to agent $j$ in cycle $k$ on simulation $s$. Typically, the reputation value assigned by agent $i$ to agent $j$ on simulation $s$ corresponds to the mean reputation value of a set of cycles. Thus, $r_{ij}^s = \frac{\sum_{k=l}^{m} r_{ij}^{sk}}{m - l + 1}$, where $l$ and $m$ represents, respectively, the lower and upper cycle limits. The mean reputation value assigned by the Honest agents to the Dishonest agent on simulation $s$ is $r_j^s = \frac{\sum_{i=1}^{n-1} r_{ij}^s}{n-1}$. Finally, given a set of simulations $s = 1, \ldots, p$ that compose an experiment, the mean value of the Dishonest agent is

$$r_j = \frac{\sum_{s=1}^{p} r_j^s}{p}.$$

The experiments performed were classified based on two dimensions: (1) reputation models used by the agents in the experiment (Repage, L.I.A.R. or both), and (2) reputation communication method (numeric or symbolic) (Table 1). Moreover, the mixed experiments are split in two others based on the reputation model of the Dishonest agent. This distinction is indicated by the D/L.I.A.R. and D/Repage suffix in the experiment’s name. In the other experiments, the Dishonest agent uses the same reputation model than the Honest agents.
Table 1. Summary of experiments

<table>
<thead>
<tr>
<th>ID</th>
<th>Experiment Name</th>
<th>Reputation Model</th>
<th>Reputation Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>exp1</td>
<td>ART/L.I.A.R.</td>
<td>L.I.A.R.</td>
<td>Numeric</td>
</tr>
<tr>
<td>exp2</td>
<td>ART/Repage</td>
<td>Repage</td>
<td>Numeric</td>
</tr>
<tr>
<td>exp3.1</td>
<td>ART/Mixed-D/L.I.A.R.</td>
<td>L.I.A.R. and Repage</td>
<td>Numeric</td>
</tr>
<tr>
<td>exp3.2</td>
<td>ART/Mixed-D/Repage</td>
<td>L.I.A.R. and Repage</td>
<td>Numeric</td>
</tr>
<tr>
<td>exp4</td>
<td>FOReART/L.I.A.R.</td>
<td>L.I.A.R.</td>
<td>Symbolic</td>
</tr>
<tr>
<td>exp5</td>
<td>FOReART/Repage</td>
<td>Repage</td>
<td>Symbolic</td>
</tr>
<tr>
<td>exp6.1</td>
<td>FOReART/Mixed-D/L.I.A.R.</td>
<td>L.I.A.R. and Repage</td>
<td>Symbolic</td>
</tr>
<tr>
<td>exp6.2</td>
<td>FOReART/Mixed-D/Repage</td>
<td>L.I.A.R. and Repage</td>
<td>Symbolic</td>
</tr>
</tbody>
</table>

4.2 Experiments Results and Analysis

Here, we present an analysis of the results obtained from the experiments in order to answer the two questions posed at the beginning of this section. The analysis methodology used to answer the questions raised on this section is based on nonparametric hypothesis test called Wilcoxon’s Rank Sum Test [2]. This hypothesis test was selected since not all data to be analyzed were normally distributed.

The analysis performed on this section was based on the L.I.A.R. and Repage reputation models attributes. For reputation model attribute, we mean the different concepts of reputation defined in each reputation model presented in section 3.1.

The L.I.A.R. reputation model defines five different types of reputation: Direct Interaction-based Reputation (DiRp); Indirect Interaction-based Reputation (IIbRp); Observation Recommendation-based Reputation (ObsRcbRp); Evaluation Recommendation-based Reputation (EvRcbRp); and Reputation Recommendation-based Reputation (RpRcbRp).

The Repage reputation model defines two reputation concepts: Image and Reputation.

Effect of the expressiveness of communication. In order to analyze the effects of the more expressive communication, it was verified if the mean value of the Dishonest agent’s attributes ($r_j$) obtained using numerical reputation values (ART experiments) were higher than the similar ones obtained on the symbolic testbed (FOReART experiments). The underlying idea was that if these results were statistically different, then it would mean that the Dishonest agent is better identified if reputation is expressed and exchanged in a more richer level. Thus, using Wilcoxon’s Rank Sum Test, a set of hypotheses was required to demonstrate it. The general form of the hypothesis is:

The mean value of the reputation model attribute from ART experiments is higher than the same attribute’s mean value from the FOReART experiments, where higher reputation mean value means a worse detection of the Dishonest agent. This hypothesis, from the point of view of the reputation model attribute is expressed mathematically as $Q_{\text{ART}}^X > Q_{\text{FOReART}}^X$, where $X$ is a L.I.A.R. or Repage reputation model attribute.
In order to validate this hypothesis using the Wilcoxon’s Rank Sum Test, the following test is performed:

\[ H_0 : Q_{ART}^X \leq Q_{FOReART}^X \]
\[ H_1 : Q_{ART}^X > Q_{FOReART}^X \]

The complete set of hypotheses to demonstrate the effects of the more expressive communication is composed of hypotheses from A to E, where each one is related to a reputation model attribute, respectively, DIbRp, IIbRp, RpRcbRp, Image and Reputation.

**Table 2. Expressiveness hypotheses result**

<table>
<thead>
<tr>
<th>Pair</th>
<th>Hypotheses</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>(exp1, exp4)</td>
<td>✔ ✔ ✗ - -</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(exp2, exp3)</td>
<td>- - ✗ ✗</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(exp3.1, exp6.1)</td>
<td>✔ ✔ ✗ ✗ ✗</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(exp3.1, exp6.2)</td>
<td>✔ ✔ ✗ ✗ ✗</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(exp3.2, exp6.1)</td>
<td>✔ ✔ ✗ ✗ ✗</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(exp3.2, exp6.2)</td>
<td>✔ ✔ ✗ ✗ ✗</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

When applied to the results of the following pairs of experiments: (exp1, exp4), (exp2, exp5), (exp3.1, exp6.1), (exp3.1, exp6.2), (exp3.2, exp6.1) and (exp3.2, exp6.2), considering the risk level \((\alpha)\) of 0.05 and the degree of freedom of 18, those hypotheses generate the results presented in Table 2 (✗ means that \(H_0\) was rejected, which confirms the hypothesis; ✔ means that \(H_0\) was not rejected, thus the hypothesis cannot be confirmed; and – (dash) means that the hypothesis is not applicable for the pair of experiments).

Analyzing the information in Table 2, we can verify that the hypotheses C, D and E reject the \(H_0\) (indicated by ✗) confirming those hypotheses, while the hypotheses A and B do not (indicated by ✔). From the reputation model point of view, the hypotheses D and E are associated to the Repage reputation model (Image and Reputation attributes), while the hypotheses A, B and C are associated to the L.I.A.R. reputation model (DIbRp, IIbRp and RpRcbRp attributes).

Considering that the Repage agents update Image and Reputation attributes with received information, while the L.I.A.R. agents update only the RpRcpRp attribute, we can conclude that a more expressive communication about reputation has a significant statistical impact on agents using both reputation models, since the detection of the Dishonest agent is improved on the hypotheses that consider the attributes impacted by communication.

**Effect of the reputation model heterogeneity.** The analysis of the effect of reputation model heterogeneity was performed by testing if the mean value of the Dishonest agent’s reputation model attributes \((r_j)\) obtained on experiments with homogeneous
reputation model were higher than the similar ones obtained on mixed experiments. The underlying idea was that if these results were statistically different, then it would mean that heterogeneous environments, composed of agents with different reputations models, would better identify the *Dishonest* agent, since different aspects of the behavior of this latter can be better captured in different reputation model. Thus, to demonstrate it using Wilcoxon’s Rank Sum Test a set of hypotheses was required. The general form of the hypotheses is:

The mean value of the reputation model attribute from experiments with homogeneous reputation model is higher than the same attribute’s mean value from mixed experiments, where higher reputation mean value means a worse detection of the *Dishonest* agent. This hypothesis, from the point of view of the reputation model attribute is expressed mathematically as $Q^X_{P/M} > Q^X_{P/Mixed}$, where $M$ is the reputation model (L.I.A.R. or Repage), $X$ is its attribute and $P$ is the testbed platform (ART or FOR-ART).

In order to validate this hypothesis using the Wilcoxon’s Rank Sum Test, the following test is performed:

$H_0 : Q^X_{P/M} \leq Q^X_{P/Mixed}$

$H_1 : Q^X_{P/M} > Q^X_{P/Mixed}$

The complete set of hypotheses to demonstrate the effects of heterogeneous reputation models is composed of hypotheses from F to O. The hypotheses from F to J are related to the ART platform, where each one is related to a reputation model attribute, respectively, DIibRp, IibRp, RpRcbRp, Image and Reputation. The hypotheses from K to O are related to the FOR-ART platform, where each one is related to a reputation model attribute, respectively, DIibRp, IibRp, RpRcbRp, Image and Reputation.

When applied to the results of the following pairs of experiments: (exp1, exp3.1), (exp1, exp3.2), (exp2, exp3.1), (exp2, exp3.2), (exp4, exp6.1), (exp4, exp6.2), (exp5, exp6.1) and (exp5, exp6.2), considering the risk level ($\alpha$) of 0.05 and the degree of freedom of 18, those hypotheses generate the results presented in Tables 3 and 4 (✓ means that $H_0$ was rejected, which confirms the hypothesis; ✔ means that $H_0$ was not rejected, thus the hypothesis cannot be confirmed; and – (dash) means that the hypothesis is not applicable for the pair of experiments).

### Table 3: ART hypotheses result

<table>
<thead>
<tr>
<th>Pair</th>
<th>Hypotheses</th>
</tr>
</thead>
<tbody>
<tr>
<td>(exp1, exp3.1)</td>
<td>✔ ✔ X - -</td>
</tr>
<tr>
<td>(exp1, exp3.2)</td>
<td>✔ ✔ X - -</td>
</tr>
<tr>
<td>(exp2, exp3.1)</td>
<td>- - - ✔ ✔</td>
</tr>
<tr>
<td>(exp2, exp3.2)</td>
<td>- - - ✔ ✔</td>
</tr>
</tbody>
</table>

### Table 4: FOR-ART hypotheses result

<table>
<thead>
<tr>
<th>Pair</th>
<th>Hypotheses</th>
</tr>
</thead>
<tbody>
<tr>
<td>(exp4, exp6.1)</td>
<td>✔ ✔ X - -</td>
</tr>
<tr>
<td>(exp4, exp6.2)</td>
<td>✔ ✔ X - -</td>
</tr>
<tr>
<td>(exp5, exp6.1)</td>
<td>- - - ✔ ✔</td>
</tr>
<tr>
<td>(exp5, exp6.2)</td>
<td>- - - ✔ ✔</td>
</tr>
</tbody>
</table>

Analyzing the Tables 3 and 4, we can see that the only hypotheses that rejected $H_0$ (indicated by X) are related to the RpRcbRp attribute. Since this attribute is the only one from the L.I.A.R. reputation model affected by the communication, we can conclude
that the reputation model heterogeneity has a significant statistical impact on agents using L.I.A.R. reputation model. Thus, we can presume the existence of some intrinsic characteristics that enable the L.I.A.R. reputation model the use of a more expressive communication on an heterogeneous environment.

5 Conclusions

In this paper we presented the SOARI architecture that extends the general architecture for reputation interoperation and enables the interoperability of reputation among heterogeneous agents. Then, its usage considering Repage and L.I.A.R. reputation models was shown. Moreover, some experiments were performed to answer two questions: (1) is there any improvement in the reputation evaluation accuracy when enabling a more expressive communication? and (2) how does the heterogeneity influence the evaluation accuracy of the dishonest agents’ reputation?

The results obtained about a more expressive communication about reputation presented an improvement on the accuracy of the reputation evaluation of other agents. In the other hand, the results of reputation model heterogeneity did not allow us to conclude such improvement. Therefore, the results have shown that the L.I.A.R. reputation model always benefits, which leads us to think that there are some intrinsic or implementation model’s characteristics that provided it.

In the future, we intend to perform experiments using more and different reputation models, thus expanding the analysis related to the effects of heterogeneity on the accuracy of reputation evaluation. Based on those results, we expect to have enough information to perform a detailed analysis to identify the relationship between the reputation models characteristics and the benefits of using the SOARI architecture. We also intend to evaluate the possible application of the general approach, i.e. providing agent interoperability using a service-oriented architecture based on ontology translation in different aspects of multi-agent systems other than reputation, for instance, organizational models [6].
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